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A new type of regularization in least-square optimization for variable
selection in regression models is proposed. Proposed regularization is
suitable for regression models with equal regressors’ influence. Con-
sistency of the estimator of the regression parameter under suitable as-
sumptions is shown. Numerical results demonstrate efficiency of the
proposed regularization and its better performance compared to exist-
ing regularizations.


